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## Day 2

When $t=c$ the problem is a simple minimum spanning tree, because minimizing $t c=t^{2}$ is the same with minimizing $t$.

When $t$ and $c$ are different, different solutions can generate different trade-offs between $\sum t$ and $\sum c$. It is straightforward to optimize for $t$ only or $c$ only, and it is also straightforward to optimize for $t+c$, because the sum in the total cost can be distributed to sums over individual links: $\sum t+\sum c=$ $\sum(t+c)$.



The next step is to optimize for a weighted sum of $t$ and $c, a t+b c$. This corresponds in the solution space to point left-most of a line with the slope $-b / a$. By varying the $b / a$ ratio the lower convex hull of points in the solution space can be determined.
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This already leads to a simple solution which consists of sweeping the range of values for $b / a$ but we do not know yet when the sweep is fine-grained enough to determine all points. A more precise approach consists of finding a solution which optimizes time, a solution optimizing money and then using the slope of the line connecting them. You then continue recursively for the two pairs formed by the new solution with the previous solution. You stop when you don't find a new solution which is not already colinear to the two points.

Finding the points on the lower convex hull is sufficient because the curve defining solutions of equal cost is convex (a hyperbola, $s t=$ constant). The number of points on the lower convex hull is limited by the fact that coordinates are integer (maximum 199*255) and the slope between consecutive points on the hull has to vary.

